INTRODUCTION

Dyslexia is a learning disorder characterized by difficulty reading
1in 10 Americans is dyslexic (to varying degrees) [5]

Early detection and intervention can reduce the percentage of
children reading below average level by 33% [7]
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What is Dyslexia?

READING THE BRAIN:

USING MRIS FOR EARLY DETECTION OF DYSLEXIA
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Training Loss and Accuracy

loss == train_accuracy

DISCUSSION

Selected features

Left posterior orbital gyrus, left
medial orbital gyrus
e Reward and emotion
e Differences in gyrileads to
difficulties associated with
learning to read

Analysis

AUC improvements: 5%
over best single input
model, 29% over multi-
input model

Two tier model
effective in improving
all metrics

Comparison

6% accuracy
improvement over best
single input model

15% accuracy
improvement over
current best fMRI
models
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Challenges Limitations

Interested in
neuroscience and Al,
learned more from
summer classes

Characters in Percy
Jackson (childhood
favorite book) had

dyslexia

Individual parts had too
few voxels for tissue
classifier

Limited publicly
available training data

Feature Selection
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Limited MRI scans of
young children’s brains
(dyslexic and normal)

Classifying entire brain
and overlapping with
segmentation data
worked best

Use 3D anatomical
MRIs for earlier
detection

Wanted to help 6 features

dyslexic children get

the right support to
learn to read

Realized I could apply
that knowledge to
this problem

8 parameters

Hidden layer 2 9 parameters

Optimizer Adamax

Loss function Cross Entropy Loss

Epochs 160,000
tearning Rate 0.0005 /
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Final Results

Metric Definition Value

Single Tier Models
Trial 1: Multi-input model

* Multi-input model = Single input model e Too many features
e Low accuracy (56.25%)

Neural imaging Two tier model detects dyslexia with 87.5%

accuracy in MRI scans of children’s brains
15% better accuracy than best current fMRI
models

Precision (%) True positives [/ (True positives + False positives) 90.0%

Functional MRIs (fMRIs):
e ML model only achieves 72.7%
accuracy and 60% precision [13]

Trial 2: Single input model Recall (%) True positives / (True positives + False negatives) 90.0%

e Too little data per model

e Higher accuracy (81.25%) 87.5%

Accuracy (%) (True positives + True negatives) / All samples

Oral Language Skills

. Word Recognition
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Al eliminates manual inspection of complex

e Volume of pars triangularis gray brain scans, providing quick results
matter - biomarker of dyslexia Key insight AUC Area under curve of true positive rate vs. false positive rate 0.870 Novelty More accurate than current best models

[3] Applicable to children before their reading
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Best single input models >> years

Anatomical MRIs:

F1 Score (2 * precision * recall) / (precision + recall) 0.900
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Part #
4 Left posterior orbital gyrus
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e Both fMRI and standardized tests require active participation Left inferior occipital gyrus  Visual processing 0.742 0.688 0.510 . | © Noskil | | |
k‘ Child must be of reading age for both methods Pars triangularis Language processing and translation | 0.710 0.688 0.488 ' ' Fa|s%4positw§'§ate o +0 typical Predicted dyslexic
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Possibly earlier, when family history exists
Work with doctors and educators to get early
intervention

Part name Primary function Train acc. Test acc. Train x test

o
o

76 Left medial orbital gyrus Decision-making, motivation 0.758 0.813 0.616

o
N

Emotional response and reward 0.694 0.813 0.564

True Positive Rate

Work with dyslexia centers to acquire more
training data

Look into training different types of models
(in addition to multi-layer perceptrons)

" —— Two-Tier (AUC=0.87)
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#instantiate model
in_feat=X_train.shape[1]
model = Model(in_features=in_feat)

#create model class
class Model(nn.Module):
def __init_  (self, in_features=6, h1=8, h2=9, out features=2):
super().__init__ ()
self.fcl = nn.Linear(in_features, h1)
self.fc2 = nn.Linear(hl, h2)
self.out = nn.Linear(h2, out features)

Reading-related functional activity in children with isolated spelling 8-10 22 20

deficits and dyslexia [1]
#set criterion to measure loss

criterion = nn.CrossEntropyLoss()
#choose adamax optimizer (good with noisy data)
optimizer = torch.optim.Adamax(model.parameters(), 1r=0.0005)

Atypical Hemispheric Re-Organization of the Reading Network in 20-29 20 20

High-Functioning Adults with Dyslexia: Evidence from
Representational Similarity Analysis [2]

def forward(self, x):
x = F.relu(self.fcl(x))
x = F.relu(self.fc2(x))
x = self.out(x)
return x

#train model

epochs = 160000

losses = []

for i in range(epochs):
y_pred = model.forward(X_train)
loss = criterion(y_pred, y_train)
#print(loss)
losses.append(loss.detach().numpy())

/Pretrained MONAI\

model for 3D brain
segmentation [12]

White matter classification

132 parts

132 parts identified

interesting_columns = [x for x in list(df.columns.values) if (x in ["Part49_gm",
"Part49_wm", "Part76_gm", "Part76_wm", "Partl106_gm", "Part106_wm", "out_class"])]
df = df[interesting_columns]

#convert dataframe to numpy array

X = df.drop(['out_class'], axis=1l).values

y = df['out_class'].values

#train test split

torch.manual_seed(32)

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2)

HMRF (Hidden
Markov Random
Field) tissue
classifier from dipy
library in python
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#back propagation
optimizer.zero_grad()
loss.backward()
optimizer.step()

#save model
torch.save(model.state_dict(), 'model_49_76_106_best.pt')
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